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ABSTRACT

A huge amount of data regarding Terabytes are gerdrfrom digital technologies all over the workshalysis of such
massive data termed Bigdata is required to extesmstential information from it. Such Bigdata anadyaie required in
almost every sector such as business intelligefinancial services, consumer services, healthcawvises, energy
management, industrial process management, 10T lrtihis paper, we review the works related to baa analytics

that is applied in the variety of applicative domsithe techniques involved and the tools andgaiai involved.
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INTRODUCTION

Big data refers to the collection of large and ctammlatasets which are beyond the processing liofithe conventional
database systems [1]. Such data are of differergties (video, image, tables, etc.) and quantifiesdf at a very rapid rate.
Hence, they cannot be handled by traditional datdaTlhe increased use of the Internet througtalssités, blogs, e-
commerce sites, continuous data generated by seosonected to the Internet has resulted in suglddta. According to

the sources from IDC, the amount of global dateegged every year gets doubled. [2][4]
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Figure 1: Prediction of Data Generation.

This big data generated from various domains aeifgiant, as they contain information that may used by
private firms or government organizations to immgraweir business or try to understand people’'s \iehdo make

appropriate business or administration decisions.
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28 Supriya. H. S& Dayananda. R. B

Big data differs from conventional data, which dam described, mainly regarding three Vs, nameljunae,
velocity and variety. Veracity and value are relyeabnsidered as other dimensions for big data. t€havolumeimplies
the data size. The Big data sizes are expressadiing terabytes, petabytes and zettabytesVHniety refers to the type of
datasets which may be structured, unstructureeéroi-structured. The tabular data is commonly knewrstructured. Text,
audio, video and picture, all fall under the unstineed category. Extensible markup language (XMilsfunder the semi-
structured category. Theelocityrefers to the data generation rate from the ssy@® in the case of data generated from
sensors, surveillance cameras. Veracity referbdgouncertainties, missing values, imprecision preseherently in some
datasets. Value refers to the importance of tha idednalyzing.

Big Data System

The operation of the big data system is segregasetbur different phases — data generation, admuisistorage and
analytics. The large datasets may be generated dronof the sources, such as sensors, social kiiesjess applications
and scientific research. The acquisition layer grent data collection, transmission and preprocgssperations. Data
collection refers to a dedicated data acquisitieohmology that collects raw data from a specifitadproduction
environment. Data preprocessing involves filtratafrirrelevant data, compressing and structurirgdhta. The collected
data acquired are stored using big data storage. liie storage system consists of a scalable hagdwfrastructure and a
software management layer. The analytics layer tlesanalytic tools to model, transform, inspead dinally extract
information.[4]

. . . Big Data
Big Da.ta > Big D iy Fa > Big Data —»  Analytics
Generation Acquisition Storage Layer Layer

Figure 2: Big Data System Reference Architecture [4

The big data system introduces a new set of storpg#cessing requirements, computation models, and
visualization methodologies to handle such hugasddas for a considerable time, which cannot besaeli using traditional
data management systems. This paper reviews sothe oécent works that shed light on the varioee@ssing methods,

the tools that are used to handle the Bigdata géswfrom different domains.
Big Data Analytics

Analytics involves identifying the behavioral patte in raw data using mathematical and analyticadefs for knowledge
discovery [5]. Big data analytics (BDA) refers teetanalytics performed on large datasets consisfimtifferent types of
data (structured/unstructured) to reveal hidderepat, hidden correlations, market trends, custoteenands, etc. The
main objective of BDA lies in the understandingtbé huge volume of data and makes efficient and-iwirmed
decisions. BDA tools allow data miners and sci¢atis analyze a large volume of data that may eohdrnessed using

traditional tools [6].
There are four types of Bigdata analysis that pgleuabusiness analytics. [7]

Descriptive Analytics: Analysis performed on the past collected datarimée descriptive analysis. Data aggregation and
data mining are used to analyze historic data aodige information regarding what has happenedhendata. They

provide analytics regarding a company's producfioance, etc.
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Predictive Analytics: This analytics estimates the probability of a fatwutcome. Statistical models and forecast
techniques are used for predicting what could happethe future. They are used for predicting tlhechase patterns,

customer behaviors, end of the year sales, etc.

Prescriptive Analytics: This analytics provides suitable advice for makidgcisions. They use optimization and
simulation algorithms and prescribe some possibt®ms to be carried out. They are used in comgafie optimizing

production and optimizing customer experience.

Diagnostic Analytics: This is an advanced analytics that portrays theesof events and behaviors. It examines the data
to find out why the events have occurred. Theylmansed by companies to have an insight into raployees and solve

complex workforce issues.

The emerging BDA based on the technical areas &ré&tfuctured data analytics, (b) Text data aradyt{c)
Multimedia analytics, (d) Web analytics, (e) Netkwanalytics and (f) Mobile analytics. [4]

The types of analytics used in IOT applicationsrad-time analytics, offline analytics, memory déanalytics,

Bl analytics and massive analytics according to [6]
Big data analysis methods [Olshannikova][4]
Data Visualization

Visualization methods use charts, tables, imagewifualizing the analysis results. Big data vigalon methods are
different from the traditional visualization metlspdsuch as bar chart, Venn diagrams, histogram,Tétose methods
should be capable of dealing with the three Vsigfdata along with that there are other challeng@serning dealing
with visual noise, information loss and large imgggception and performance requirements. Sombaeof/isualization
methods have utilized visualizing big data basedlata volume, variety and dynamics, such as Tree@iaple Packing,
Sunburst, Parallel Coordinates and Circular NetwbDiaigram. Large-scale data are visualized featuteaetion and
geometric modeling for reducing the data size. Softhe visualization tools that run in Hadoop &entaho, Flare,

Jasper Reports, Dygraphs and Tableau[&}c
Statistical Analysis

The methods available for Bigdata statistical asialycan be grouped under (a) sub-sampling-basetioohetvhich
includes leveraging, mean-log likelihood, (b) devidnd conquer-based methods, such as aggregaggorjtyrvoting (c)

online updating.[9]
Data Mining

They analyze datasets for finding the unsuspedaadianships. They generate models for extractiregimplicit, hidden or
unknown information from data. Data mining tasks grouped as predictive based, descriptive basg@timization based.
The most popular data mining methods availableclassification, regression (predictive based),tehirsy and association rule
techniques (descriptive based). Cluster analysissifies objects based on similarity measures. De#yng to unsupervised
learning class, which requires training data fardéng. Classification techniques are supervisahieg methods, which use the
computational model to categorize the new datat joatim a specific cluster by the training data. fRegion techniques determine
the relationship between two variables, which aidhie prediction and forecasting. Association miaing techniques are

designed for detecting interesting relationshipstimng rules among variables in a database.[10]
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Table 1: Data Mining Techniques Found Suitable foHandling Big Data.[10]

Data Mining Technique Dimension Handled
KNN Volume Veracity
Classification Decision Trees Volume, Veracity, Variety
Neural Network Volume
Association Mining| Apriori FP Growth Volume, Veragi Variety
Clustering K-Means Clustering] Volume

Optimization Methods

They use mathematical tools for efficient analysdisincludes analytical techniques, such as genatid evolutionary
programming and PSO. Since they involve mathentatperations, using such a method is a very timmsgming task and not

preferred for big data. However, convex-based dpdition algorithm for big data is recently beinggwsed in [11].

Machine learning is a few machine learning paradiginat is suitable for big data, which was preskime12].
Deep learninguses a hierarchical learning process, which possesral hidden layers. These hidden layers apply
nonlinear transformation process on data, when plasa through these layers to extract the dat@septations. These
representations enable the features to be leafedp learning is suited for problems in image dasdion and
recognition.Online learningmethod uses streaming data for learning and trgifithis method does not require the data to
be held in memory. Hence, this method can pro@ege Ilvolumes of streaming data which is the natfifgigdata. This
method may be used for stock data predictidre local Learningnethod is concerned with learning from a subse¢hef
large set called local sets of interest rather tging the entire set. This methodology enablgwxdoess large datasets as
in the case of big dataransfer learningrains the models with datasets from multiple dorsaialled source domain with
similar problem and constraintifelong learningposes features of online learning and transfemieg. Like online
learning, the learning process is continuous, #&kel transfer learning, it is capable of transfegrinformation among
domains.Ensemble learninguises multiple learning models and a voting prodessdeterring the outcome from the

weighted individual learning models outcome.
Big Data Tools

Some big data analytic tools are available for yiay big data. The currently used Bigdata platferand their

supporting tools will be presented in this section.
Apache Hadoop

It is an open source platform that handles largas#ds on distributed computer clusters of commod#rdware. The
Hadoop architecture is composed of (i) distribugetage layer and (ii) processing layer. The sttager uses HDFS file
system which splits the data and stores it as lecation in other servers. The distributed compota on the datasets are
performed using a Map Reduce programming model. mbdel comprises “map” and “reduce” functions. Arkealue
combination is formed from the large dataset ugimp function, and this key-value combination isu to form

another pair using the reduce function.[1][2]
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Hadoop

Map Reduce
HDFS

Figure 3: Hadoop Architecture.

Apache Cassandrait is an open source distributed storage system fagestoring huge amounts of structured datasets.
is used by companies such as Twitter, Facebooky,eBiaco, etc. The architecture is such that itdies data at multiple
nodes in a cluster. Each node is interconnectabe@ther node and accepts read and write requastase of a node,

failure data is served from other nodes. Cassamla CQL for querying.
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Figure 4: Shows Data Replication in Cassandra Syste

Apache Spark: It is a clustering computational technology depeld to improve the speed of Hadoop computation
process. It increases the speed by using in-meplosyer computing in which data is maintained aheeluster node and
avoids reloading. They have faster computation logipa compared to MapReduce. It is capable of pering SQL

Querying in real-time, analytics on streaming d&tachine-learning and graph processing using Seit#iraries.

Apache Kafka: A distributed messaging system intended for pgssiassages from one application to another. In &afk
a term called "topic" refers to a data stream specific type. When the producers publish messagdghey are stored in
a set of servers called brokers. Consumers sulestoitiopics and pull messages from the broker§ZBB[They are

usually used for offline data processing.

Consumer Group
KAFKA Cluster
Producer I | | Push Message Pull Message Consumer |
Broker | | |——
Producer 2 Broker) Consumer 2
Broker 3

Figure 3: Messaging Model of Kafka[13].
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Apache Mahout: It is a machine learning library used for creatmgchine learning techniques, such as recommeinglatio
clustering and classification. The Mahout algorishane written over Hadoop and allow analyzing ofdasets of data at a
fast rate. [14]

Apache Storm: It is a distributed real-time processing systeatéde of processing data streams flowing at higlestion
rates. Apache Storm takes in a stream of raw iee-tlata and feeds it through small processingswamt produces the
useful information. Two nodes, master and workemfdhe storm cluster that performs nimbus and siper roles,

respectively.

Apache Drill: This is a distributed system used for interactiwalysis of big data. It works on top of HDFS stgrand

uses MapReduce performing batch analysis. It stppaany query language, data formats and dataes{tt

MongoDB: It is a document-oriented database, which is dagafthandling unstructured data. It uses JSON statatures for

storing complex data types. It has a high-speegsado massive data, typically 10 times faster fifyaBql. [15]

Splunk: A real-time platform which can process data gererdtom business industry machines. It combinesicclo

technologies with big data and assists the usemwinitoring the machine data via a web interface.
Existing work

The work of (Paukt al, 2017) [16] used BDA for defining the human bebes: A high-level data architecture named
Smart Buddy was presented for large data procesa&iigioT-based smart city concept to collect data pass it to Smart
Buddy was used. This architecture comprised of bjead domain, SloT server domain and applicatiomaio. The

system is implemented using Hadoop and Apache Spanocess data in real time and MapReduce fdinefanalysis.

The work of (Marjaniet al, 2017) [17] focused on the current research tdevdoT data analytics. The author
presented different methods available for perfogrBDA. Further 10T architecture for big data anmgtwas proposed
here. The architecture shows the sensor devicesretd wirelessly and connected to the interneiubh gateways. The
data stored in the cloud are processed througtdBig applications, which contain APl managementdaghboards for

interacting with the processing engine.

I API Management I I Dashboard I
Hadoop Big Data Analytics Spark

Cloud itorage

I IOT Gateway I
\Q/%l;:] Network Devices B]Zuiegf]gzteh
liances Cameras
éggsors IOT Devices Metering
Devices

Figure 4: 10T Architecture and Big Data Analytics.
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An electricity price forecasting using big datalgties was presented by (Waegjal, 2017) [18]. A method was
proposed to handle huge price data in the grid. groposed price forecasting model uses grey cdiwalanalysis as a
hybrid feature extractor, KPCA is used for elimingtfeature redundancy and differential evoluti@séd SVM is used

for price forecasting.

A Big data analytics for user anomaly and activdtection in the mobile wireless network was pressiy
Parwezet al, 2017 [19]. The call detail record (CDR) mobilatal is used for analyzing anomaly detection andekim
clustering and hierarchical clustering for anonddyection. The region where the anomaly is deteist@tentified, so that
suitable actions can be taken.

A fuzzy rule-based BDA scheme for Health care sswiwas presented by Jinaalal, 2017) [20]. The authors
focused on the categorization of the collectedtheate data according to its context in cloud catmguenvironment. To
solve this problem, a fuzzy rule-based BDA was @mé=d. Initially, a modified EM algorithm was uséat cluster
formation on the cloud and then a fuzzy rule-basledsifier was applied for data classification. Thwaluation of the
scheme was done w.r.t. classification time, respdime, accuracy and false positive rate. The reguhis work is that

the doctor can get related information of the dissathe patient information by entering the symstof the disease.

The work of Wu and Chen, 2017 [21] focused on penfog BDA on transport systems for achieving
environment sustainability. A new methodology fag ldata analytics namelybrid data analyticsvas proposed for
tackling the problems in green transport systemd ganerating strategies for transport companies afthieving
environment sustainability. Hybrid data mining ilwed Topic mining and Association rule modeling.eTiopic mining
generated the important issues in transport syse&dfasting environment sustainability, while thesasiation rule model

retrieved critical rules for transport systemsc¢biave environment sustainability.

The authors (Rathoret al, 2017)[22] worked on presenting a system for epipy the user data and location
from the Geosocial networks. The authors propossgistem consisting of data collection, processamplication and
communication and storage layers. The data prowpgsart of the system consisted of preprocessirdy amalysis.
Preprocessing involved filtration and classificatiof data based on the tie, location and contelmt. dlassified data are
then analyzed using text analysis, statistical yami®| content-based analysis and other machineifeplgorithms. For
processing activity, the proposed system used Hadoosystem with Map Reduce programming mechanigache
Spark was used over Hadoop for real-time streardatg processing. From the analysis, various disasents, such as

earthquakes, fires and diseases in a particulagrgphical location could be determined.

The work of Schmidet al, 2017 [23] performed analytics on the data gatthey the software-intensive
distributed systems for their self-adaptation. Bhalytics was used to guide self-adaptation base@al-time streaming
of operational data. A smart navigation system wsed for experimentation, where navigation was desiag data

collected, such as car sensors and traffic estomati

The authors (Stoyanov and Kakanakov, 2017) [244 ®&RA for solving the power quality problem in efiecity
distribution systems. An Apache Hadoop was madefaiséandling massive amounts of data generatethbysmart

meters and other grid equipments. A Map Reduceighgo was used for processing the data.

A multi-cluster big data processing framework asigieed by Wuet al, 2017)[25]. A Hierarchically Distributed Data

Matrix (HDM) multi-cluster architecture was presahthat is capable of performing analytics on lalaa over multiple clusters.

www.iaset.us editor @ aset.us



34 Supriya. H. S& Dayananda. R. B

The work of Jagannathan, 2017[26] presented antactire for real-time big data analysis on renggasing
data. In the architecture, the data are remotapnoacessed and further processing is performeleirearth’s base station.
In the base station, real-time data are passedighrdiltration for extracting information and lodzhlancer server for
balancing processing power. This architecture iplémented in Hadoop using map-reduce programmitg. dystem

proposed analyses the big remote data successfully.

An architecture using BDA for real-time traffic dool was presented by Amiweit al, 2017 [27]. The architecture
was built using Kafka tool, which acts as a layettseparates publishers and subscribers fromataeathalytics engine.
The data analysis results are published to sulescripics or logged in No SQL database. The pubtishfo is used by
the ITS actors.

The work of (Fiadineet al 2016) [28] investigated three main applicatiohthe cellular network for determining
their content delivery dynamics, performing traffinalysis and characterizing their network infracture. The analysis
was performed using the data collected from thé&uleelnetwork of European ISP. To handle the hugt djenerated,

DBStream BDA platform was used. The applicationgO&€erver location, traffic flows and usage pattevase found.

The work of Liet al 2016 [29] focused on reducing the inter-DC traffiat occurs in geo-distributed BDA. An
optimization technique named chance-constrainetnggtion technique to the DC MapReduce job wasemed by
optimizing the input data collecting and task ptaeet.

The work of Nicoleet al, 2016) [30] focused on increasing the speed t# dauffling, which is required in data
aggregation for BDA. A novel dynamic data shufflistgategy was presented, which consumed less meamoirdelivered

high performance. The prototype was developed iatedjiated into Spark framework.

A BDA on Omic and HER data was presented by ®wal, 2016)[31]. The application of BDA to enable
precision medicine was demonstrated. Clusteringdasethods were used for detecting the cancer tygieg the Omic

data.

A big data architectural framework in the mobildidar network was presented by H¢ al, 2016)[32]. The
framework consisted of data collection, big-dateppocessing and analysis stage. Several casesfadigig data analysis
on different data of the cellular network, suchrashile signaling data, traffic data, location datal radio waveform data

were performed. The authors used Hadoop platforrthianalysis.

An application of data analytics to identify thertds in crime that has occurred was presented kg &eal,
2016)[33]. The crime information for a particulatycover a period was collected, and a MapRedugerdhm was used

for sorting the gathered data based on the yeatptation of the crime and the type of crime.

A BDA for anomaly detection in the mobile cellulaetwork was presented by Yang et al., 2016)[34He&p
network analyzer consisting of fingerprint learningodule and anomaly detection and the analyzing uteodvas
developed for detecting the anomalies and ideniifghe causes. DNA was implemented in Spark big pgitform and an
association rule was used for miming the associatioquality and performance indicators. From thkera fingerprint

database was built, from which cause was analyzed.

The author Kumaet al, 2016 [35] used BDA for health monitoring andgfiasis of elderly people in remote
areas. In this proposed system, the patient borhnpeters are measured and sent to a data centxe wmparison of the

parameters of the collected and that of the datasetdone. The disease is identified and the cégpanedicines are sent
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to the patient. Here, the patient's dataset, diseasand medicine dataset are stored in Hadoognsyend processing of
datasets is done through k-means clustering.

A mobile BDA concept to deal with massive data ed#td from mobile devices was presented by Al-Sheikal
2016[36]. A deep learning approach was used forergidnding the raw mobile data. The deep learniethod was

implemented on Apache spark platform.

The work of Jeongt al 2016 [37] used BDA for radiation sensor netwonalgsis. The data collected by the
sensor networks were processed using big data, teoth as Apache Pig and Hadoop. Graph indicessaniarity
matching techniques are exploited to compare radidtvel changes.

The work of Daset al, 2016)[38] focused on finding an efficient methaidstoring and fetching unstructured
data. A big data application was built on the Ha@ptatform, which takes twitter data, stores itibase and performs an

analysis. The data may be retrieved using RESE.call

The BDA in logistics was presented by Ayedal, 2015)[39]. A big data system for container cogleognition
was proposed. The container was written with uniqoges and the identification was done by firsttudpg the codes
and storing in a Hadoop system. The extractioneaf tegions and application of OCR is done usingpReduce
programming model. The use of Hadoop framework ceducomputational complexity and provided real-time
performance.

The work of Yuet al, 2015[40] presented the use of BDA in power ihstion systems. A power distribution
analytics architecture was proposed here, whiclecisl measured data and grid data; price data fiamous sources are
stored in the Hadoop clusters. The analytics arfopaed using code developed in SAS, Revolutiom® lahout will be

moved to Hadoop.

The work of Kameshwast al, 2015)[41] focused on storing and analyzing tirgé volume of sensor data for
anomaly detection in sensors from process indgstAdramework consisting of the ensemble of siaisand clustering
algorithms was used for anomaly detection. An Infi8 database was used here for storing the hugeuanof data
collected from the sensors.

The work of Pradhanangat al, 2015)[42] presented a cloud-based platform fo¥ABThe author focused on
providing a cost-effective solution for analyzinig lnata for small and medium enterprises. The autbabined R and
Hadoop over the cloud to provide the low-cost atialplatform. CBA architecture was proposed whicicluded R

statistical software, Hadoop framework, R-H Hadaog Amazon EMR.

The work of Prabhet al, 2015[43] focused on improving the performanc®apReduce framework in Hadoop.
The performance was improved by tuning the job igométion parameters, which reduces execution ine disk usage.
The method proposed is an iterative process, wherb is launched first and the resource usageatyzed. If the usage
is underutilized, the parameter is adjusted, anddh is re-executed. This process is repeatetitbatperformance criteria
are satisfied.
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Figure 5: Hadoop Performance Tuning Process.

An efficient information retrieving in Hadoop wasepented by Mathewt al 2014)[44]. Two indexing methods

called modified Lucene (LIndex) and Hashmap inddkflex) in HDFS was presented for optimized texddzhselection

and fast retrieval. The performance of Hindex whaseoved to be better in the simulation results aregb to both the

Lucene approaches.

presented by Kejelat al,

Predictive analytics for estimating and replacimg tincorrect readings of the malfunctioned senseas
2014[45]. The author used,® big data tool, which consists of distributed gralverful

machine learning methods, such as generalizedrlimealel (GLM) and gradient boosted model for thalgsis. The

results showed the method could estimate the ngissimcorrect readings.

Table 2: Review Summary

SI.No | Authors Application Problems Tools/Technique PIRTITERCE
Parameters
. . .. | Smart buddy architecture
1 Paulet Human_ Big data analytlcs_ for defining implemented with Hadoop
al.[16] dynamics the human behaviors
and Apache spark
Marjani . .
2 et al[17] 10T IOT data analytics 10T architecture
Wanget | Electricity - . , Used GCA, KPCA and DE- | Electricity
3 al.[18] Grid Electricity Price forecasting SVM price
Parwez M_ob|le . k-means +hierarchial Mean
4 wireless Anomaly detection !
et al[19] clustering squared error
network
Classification
time,
Jindalet | Health care e modified EM algorithm+ response
5 . Data classification o time,
al.[20] services fuzzy rule-based classifier
accuracy and
false positive
rate
support,
6 Wuand | Transport Environment sustainability Hybrid data analytics confidence,
Chen[21]| systems and lift
7 Rathore | Geo-social analyzing geo-social media | Hadoop ecosystem+ Apache Number of
et al[22] | Network data | posts Spark tweets
software- Developing model for self-
8 Schmid | intensive ada tivz s%ftware-intensive (RTX) tool
et al[23] | distributed dap Kafka+Spark
distributed systems
systems

Impact Factor (JCC): 7.1226

NAAS Rating: 3.17



A Comprehensive Review on Big Data Analytics

Table 2 Contd.,
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Time to run
Electricity Power quality problem in required
9 Stoyanov and distribution electricity distribution Apache Hadoop reports and
Kakanakov[24]
systems systems storage
space
Scheduling
10 | Wuet al[25] 1) Data analytics over multiple HDM-MC time, Jop
clusters completion
time
. : Big data analytic
11 | Jagannathan[26] Remote Sensing Analyzing bigtemata architecture + Hadoop
Amini et al ] ]
12 | 2017 [27] Transport Real-time traffic control Big Qata analyt_lcs
2) system architecture using Kafka
13 Fiadinoet Cellular Trafflc_flow, usage pattern DBStream BDA platform Traffic
al.[28] network detection using flows
Geo-distributed MapReduce Average
14 | Lietal[29] Big data Minimizing Inter DC traffic b InterDc
) Hadoop platform !
analytics traffic
. Peak shuffle
. Increase in the speed of A novel shuffhng utilization
15 | Nicoleet al[30] 3) : strategy implemented on
shuffling Cpu
Spark L
utilization
16 | Wuet al[31] Healthcare BDA on Omic and her Cluster-bagedlysis | -----
Mobile cellular | BDA on mobile signaling, Traffic
17 | Heet al[32] network traffic data Hadoop platform flows
18 | Yetisetal[33] | Crime Determl_mng Type of crime MapReduce algorithm NL_meer of
and their occurrences crimes
. . Number of
17 | Yanget al[34] Mobile cellular Anomaly de_t_ectlpn and De_ep network analyzer anomalies
network cause identification using Spark
detected
Kumaret . . .| Proposed system using | Visual
18 al.[35] Health care Remote patient diagnosis Hadoop infrastructure | results
19 | Alsheikh[36] | Mobile data Mobile big data anagi gggfk'eam'”g on apach
Data collection in
20 | Jeonget al[37] | Sensor network| radiation level changes Hgdoop and pg along
with graph
comparison
Social network | Efficient storing and Big data application on
21 | Dasetal [38] site retrieving twitter data Hadoop, HBase
- . .. | TEXT and OCR
22 | Ayedet al[39] | Logistics Container code recognition implemented on Hadoop
Power Handling bia hetero eneousAnalytics code of SAS
23 | Yuetal[40] Distribution data 90l 9 and R on Hadoop
systems platform
Kameshwaret . . Ensemble of clustering | Running
24 al.[41] Process industry  Anomaly detection and statistical methods | time
Pradhanangat | Cloud-based big . . CBA platform including
25 al.[42] data analytics Cost effective analytics Hadoop and R
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Table 2 Contd.,
Prabhu . . L CPU
4) Performance improvement| Fine tuning job .
26 | et execution
of MapReduce framework | parameters .
al.[43] time
Mathew | Text processing Imoroving text retrieval Proposed Lindex
27 | et capabilities in Hadoop P 9 Hindex approaches in| CPU time
speed
al.[44] ecosystem Hadoop
Kejela Lo . Using machine .
28 | et Oil and gas industry Ejlmggﬂg(ir;gézmagmg learning methods in Errreoorllctlon
al.[45] 9 H20 tool

Research Gap

From the review on the works related to big ddta,following observations were made:

The majority of the works were developed using Hgdplatform with Map Reduce programming model. The
limitations with Hadoop are of slow processing mafwhich does not suit real-time data processing.

The privacy of data is an important concern in bess. It was observed that there were no specdi&smhat
concern securing the data used in analytics. Aas datoluminous, providing security for such vastuwne data
would be a challenge that needs to be addressedd@toop platform does not use any encryption amdédnless
secured.

The performance evaluation results for the propagetems were not found for most of the big datated

works.

CONCLUSIONS

A massive amount of data is being generated atrya fast pace. Analyzing such Bigdata for businegslligence and

decision-making requires a different storage, pssicey and visualizing paradigms. This paper reviethe works related

to Bigdata analytics, surveyed different typesmlgsis performed on Bigdata, and the most widsbduBigdata tools.
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